Context: The widespread availability of digital content and data
in archives and on the web has fuelled major developments in
NLP in recent years. Massive language models trained on
colossal amounts of data demonstrate impressive performance

on a range of tasks in English, with new capabilities

with each new iteration. Yet NLP capabilities in less well-

resourced languages fall far short of these standards.

INTRODU

This poster explores the growing disparities between NLP capabilities in

English and lower-resourced languages,

emerging research and development. The poster al

case and questioning the extent to which we are headed for an “English
NLP singularity”, whereby English language is the foundation of all NLP

improving low-resource NLP, including relevant examples, and concludes
with possible strategies to incentivise low-resource NLP research in future.

CTION
detailing why and how this is the

Iso details promising methods for

Natural Language Processing (NLP): the application of computational
techniques to the analysis and synthesis of natural language and speech;
Singularity: a point of no return, beyond which gravitational forces are too
strong to return to a previous state;

Language model: a statistical model that predicts the probability of a
sequence of words or characters in a given language, used in a number of
tasks like translatlon speech recognition and speech generation;

Al

KEY DEFINITIONS

without basic analogue and/or digital

resources or infrastructure, funding or dedicated research.

1. WHAT FACTORS DRIVE ENGLISH-LANGUAGE DOMINANCE IN NLP RESEARCH?

1. Language marginalisation

Of the 7,000 languages in the world, the top 100 most spoken languages each have
over 10 million native speakers. Yet even these widely-spoken languages enjoy only
limited support and digital development, as they have been marginalised due to a
range of historic, political and socio-economic factors. For example:
during colonial rule

in education

« forced assimil to colonial |
p d the use of ind

« developing countries tend to be
more linguistically diverse but

have fewer resources to spare Asia 63%
for language and literacy in b=
minority | o
highest Linguistic Diversity Indexes (> 0.75)
e —Aividre (2009)

2. Poor digital representation

Alack of physical linguistic resources tends to
correspond to fewer digital document collections
in the language. Additionally, many speakers of
marginalised languages face digital connectivity
barriers, so there is less diglnl repfesentation

Relative size of different languages’
Wikipedia databases (4 of pages)*
T

ifLis_of Wikipedas
{accessad 5 March 2024)

English NLP

“singularity”

Class 3: Strong web presence for unsupervised
pro-training, but insufficient labelled data
Class 2: Small set of labelled datasets, very few
rescarchers and language support communities

Class 1: Small amount of unlabeled data, but no
resources available for NLP research

Class 0:

“eptionally limited resources,

*according to technical papers for each model

2. WHAT METHODS CAN WE USE TO IMPROVE LOW RESOURCE NLP?

Data-collection

Data augmentation

The most reliable way to improve NLP tools for low-
resource languages is to create more resources for
model training. This includes unstructured data like
recordings, web content or news reports as well as
labelled tagsets and datasets for specific NLP tasks,
such as Part-of-Speech tagging or Named Entity
Recognition, or evaluation benchmarks. Collecting
and labelling language data requires working with

We can also leverage existing machine learning

Transfer learning
Transfer learning allows us to adapt a pre-trained
model from a different context, leveraging the
knowledge gained in a higher-resource setting and

techniques for low-resource contexts by

augmenting the small amount of training data we

may have. This includes technig like
I, ing, or buildi

for syn{heﬁzally generrating new da:a either
through a rule-based system (e.g. combine parts of
this phrase and parts of that phrase to make a new

pplying it to a | ource one. The model is
pre-tramed on a large dataset, some of its weigt

Zero-shot learning

Zero-shot learning is related to transfer learning,
but here the model must generallse to the novel ask
or | any g data at all. This
approach is hlghly scalable and does not requlre
data.  like fer | g, its

are fixed, and then it is fine-tuned on more spe::iﬁc
data or prompts. While this can be effective, success

local language experts, and while costly it is

EXAMPLES
Adelani et. al (2021) created MasakhaNER, the first large
publicly available high-quality dataset for named entity
recognition (NER) in ten African languages.

Sennrich, Haddow and Birch (2016) improved low-
resource Turkish-English muhlm translation (by +2.1-3.4
BLEU) by sy

may depend on the typological similarities of the
or a model trai

EXAMPLES
Nag et. al (2023) adapted mBERT for entity-detection and
relation classification in Hindi, Bengali and Telugu usmg a
dataset of 21k tagged ineachl

EXAMPLES

Kann et al (2022) created the Americas NLI corpus, which
extended Conneau et. al’s (2018) XLNI corpus for language
infe to 10 Indig American languag

Agic & Vulic (2019) used the Jehovah’s Witness website,
which contains documents d into hundreds of low
resource languages, to create the JW300 corpus.

“backtranslation” of monolingual data.

Qin et al (2020) developed an algorithm for generating
multi-lingual codeswitching data via replacement, leading to
substantlal performance gains across 5 tasks in 19 different
when fine-tuning mBERT.

hetically ion data through

F1scores of 86.43-94.32.

Adelani et al (2022) adapted multilingual pre-trained
models (MTS5, ByTS5, mBART, M2M-100) to 16 low-resource
African languages using 2k-7k sentences, improving
machine translation for those languages by up to 4.1 BLEU
compared to model baselines.

effectiy

to depend on the slmilarity of

the languages seen in the training data with the
unseen ulpt Ianguage Funhermore performance

EXAMPLES

Lent et al (2023) applied pre-trained multilingual models to
unseen Creole languages, showing better zero-shot
performance for Named-Entity-Recognition and Part of
Speech tagging dto analysis or inf

Ustiin et al (2024) trained Aya on 101 languages, of which
50% are lower-resourced. They show that Aya’s accuracy on
four zero-shot unseen discriminative tasks in 31 languages
(including 7 low- and 7 medium-resourced languages)
exceeds other model baselines by an average of 19.8%.

3. HOW CAN WE INCENTIVISE MORE INVESTMENT IN AND ATTENTION FOR LOW RESOURCE NLP?

The safety argument: Low-resource NLP is vital for detecting
hate speech and dlsmfom\atlon onlme in non-Englush
I which is inc gly for
large online platforms. LLMs should also be tes(ed in lower
resource languages to ensure that they are not vulnerable to
manipulation or toxicity in those languages. C

The market incentive: The top 100 most spoken languages in
the world each have over 10 million speakers and 75% of the
world’s population does not speak English at all. There is a
huge market for technology in non-English languages,
particularly for translation software to enable cross-cultural
ication and k hi

The climate agenda: Finding ways of training
language models on less data not only allows us to
better model low-resource contexts, but also paves
the way for more computationally efficient
methods, reducing carbon footprints of LLMs and
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